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Online Nonstochastic Control Versus
Retrospective Cost Adaptive Control

Usman Syed , Yingying Li , and Bin Hu

Abstract—Recently, online optimization methods have
been leveraged to develop the online nonstochastic control
framework which is capable of learning online gradient
perturbation controllers in the presence of nonstochas-
tic adversarial disturbances. Interestingly, using online
optimization for adapting controllers in the presence of
unknown disturbances is not a completely new idea,
and a similar algorithmic framework called Retrospective
Cost Adaptive Control (RCAC) has already appeared in
the controls literature in 2000s. In this letter, we present
the connections between online nonstochastic control
and RCAC, and discuss the different strengths of both
approaches: i.e., RCAC is able to stabilize unknown unsta-
ble plants via the use of target models, while online
nonstochastic control enjoys provably near optimal regret
bounds given a stabilizing policy a priori. We further pro-
pose an integration of these two approaches. We hope that
our insights will help the development of new algorithms
that complement the two approaches.

Index Terms—Online nonstochastic control, retrospec-
tive cost adaptive control (RCAC), online learning.

I. INTRODUCTION

OVER the past decade, online optimization/learning
techniques have achieved great success in numer-

ous sequential decision making tasks including online
portfolio selection, advertisement placement, and web rank-
ing [1], [2], [3]. These methods take full advantage of the
available streaming data, and use regret as a metric for
balancing between exploration and exploitation in the face
of uncertainty. Recently, online optimization methods have
been leveraged to develop the online nonstochastic control
framework [4], [5], [6], [7], [8], [9], [10], [11] which is
capable of learning online gradient perturbation controllers
(GPC) in the presence of unknown nonstochastic disturbances.
For many control applications, the disturbance information is
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not fully known at the control design stage, and such a regret-
based online control framework can provide unique benefits
in addressing the trade-offs between disturbance learning
(exploration) and system control (exploitation). This is in
contrast to H2 optimal control [12], [13], which makes opti-
mistic stochastic assumptions about the disturbances, or H∞
optimal control [14], [15], which makes pessimistic worst-case
assumptions. The connections between online optimization
and nonstochastic control have led to promising developments
in addressing nonstochastic disturbances that are not known a
priori but are learnable in real time.

Interestingly, another online algorithmic framework,
Retrospective Cost Adaptive Control (RCAC), which has been
developed from the control community since 2000s, is based
on a very similar idea [16], [17], [18], [19]. Specifically,
RCAC is based on the idea of “retrospectively optimized
control” [16], [17], and recursively optimizes the policy
parameters in a way that the control performance over the
previous window of operation would have been improved if the
re-optimized policy had been used over that window. Despite
the conceptual similarities, the properties and strengths of
RCAC and online nonstochastic control can be vastly different.
In this letter, we investigate the promise of connecting and
combining RCAC and nonstochastic control. Our paper aims
at bridging this gap via examining the connections and
differences between RCAC and online nonstochastic control.

Our discussions will be based on two key observa-
tions. First, we observe that online nonstochastic control
typically requires either open-loop stable systems or
previously known stabilizing controllers for output feedback
systems [4], [5], [8]. Given stabilizing controllers, online non-
stochastic control can achieve strong theoretical guarantees in
terms of provably sublinear regret bounds. However, stabiliz-
ing unknown linear systems is not a simple task by itself.1

In the setting where there lacks an output-feedback stabilizing
controller in the first place, the online nonstochastic control
framework may not be directly applicable. In contrast, via a
novel use of target models, RCAC is able to stabilize unknown
linear output-feedback systems in many practical settings
without requiring a pre-stabilizing policy. This demonstrates
that the stability issue is not an inherent weakness of online-
optimization-based design philosophy. Second, we observe

1Many learning-based stabilization methods require the assumption of full
state observability [7], [20], [21]. Even in such a setting, stabilization can be
hard [22].
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that it is quite difficult to establish sublinear regret bounds
for RCAC, and directly adapting the theoretical arguments
from online nonstochasic control does not work. The practical
benefits of RCAC come from the use of larger policy classes,
which causes significant difficulties for theoretical analysis.
In light of the above observations, our key contributions are
summarized as follows:

1) We discuss the similarities and differences between
online nonstochastic control (or equivalently GPC) and
RCAC from an algorithmic perspective. We show that
RCAC uses more general policy parameterizations, mak-
ing stabilization plausible. We also explain the special
trick used in RCAC to formulate an online convex
optimization problem under such more general policy
parameterization.

2) We discuss the strengths and weaknesses of the two
methods in relation to each other: RCAC can stabilize
unknown output-feedback linear systems in many prac-
tical settings, while online nonstochastic control enjoys
strong regret guarantees given stabilizing policies known
a priori.

3) We present an integration of RCAC and online non-
stochstic control to achieve the best of both worlds and
compare its performance to H2 and H∞ controllers.

The key difficulty in correlating the two methodologies lies
in the disparate architectures each utilizes. To fully understand
the relationship between these approaches, it is essential
to thoroughly examine the foundational objectives of their
respective control policies, the structure of their cost functions,
and how these control policies are interrelated with their
corresponding cost functions. Here, we want to emphasize that
the purpose of our paper is not to undermine either online
nonstochastic control or RCAC. Rather, we hope that our
insights can help clarify the connections and differences of
online nonstochastic control and RCAC, which potentially will
help the future developments of more powerful algorithms.

II. BACKGROUND

In this section, we briefly review online nonstochastic
control and RCAC. Both methods recursively update policy
parameters in an online manner. For ease of exposition, we
consider a common setting, which addresses the following
linear time-invariant (LTI) system2:

xt+1 = Axt + But + Bwwt

yt = Cxt + vt (1)

where xt ∈ R
nx , ut ∈ R

nu , wt ∈ R
nw , yt ∈ R

ny , vt ∈ R
ny

represent the system’s state, input, disturbance, output, and
measurement noise, respectively.

A. Online Nonstochastic Control With GPC

In [4], [5], [6], [7], [8], [9], [10], [11], online nonstochastic
control was developed to achieve “small” (sublinear) regret,

2RCAC can address more general forms of LTI systems via using the
performance variable zt . We keep zt ≡ yt ∀t for the ease of exposition.

which is defined as

RegretT(A) =
T∑

t=1

lt
(

yAt , uAt
)
− min

π∈K

T∑

t=1

lt
(
yπ

t , uπ
t

)
(2)

where {uAt , yAt } are the inputs and the corresponding outputs
generated by an online control algorithm A, lt is a convex
performance metric that quantifies the policy quality, K is the
policy class where the controller in hindsight belongs to, and
{uπ

t , yπ
t } are generated under any policy π ∈ K. In this letter

we will focus on the GPC method [8], [23], which is the main
algorithm for online nonstochastic control.

GPC will adopt a special policy parameterization to ensure
online convex optimization can be applied. The policy param-
eterization in GPC requires defining the so-called Nature’s y′s
as follows.

Definition 1: Given a sequence of disturbances {wt}t≥1, we
have ynat

t :=∑t−1
i=1 CAi−1Bwwt−i.

Since (1) is linear, we have ynat
t = yt −∑t−1

i=1 G[t−i]ui(assuming x1 = 0), where G[i] := CAi−1B
denotes the i-th Markov parameter of the underlying system. In
practice, only first h Markov parameters are used to compute
ŷnat

t = yt − ∑t−1
i=t−h G[t−i]ui. In this letter, we call h the

simulation window for the GPC algorithm. With the above
definition, we can introduce the GPC policy parameterization.
Specifically, GPC generates control actions via the following
policy parameterization:

ut(M) =
m−1∑

i=0

M[i]ŷnat
t−i (3)

where the matrices M = (M[0], . . . , M[m−1]) are the policy
parameters to be updated in an online manner. Here, the
integer m denotes the control window for GPC. The policy
parameters are updated using the online gradient descent
(OGD) method Mt+1 = �M(Mt − αt∇ft(Mt)), where αt is
the learning rate, �M represents the projection of the iterates
on a norm bounded constraint set M, and ft(Mt) is the online
surrogate (or “ideal”) cost function which is calculated over a
certain cost window W as given below:

ft(Mt) :=
t∑

i=t−W

li(yi(Mt), ui(Mt)). (4)

Here we have yi(Mt) =∑i
j=1

∑m−1
k=0 G[j]M[k]

t ŷnat
t−j−k+ ŷnat

i , and
ui(Mt) is given by (3). On the conceptual level, ft is quantified
on the “ideal” trajectories as if the policy Mt had been used
over the control window. It is important to note that GPC is not
a model free approach, since it requires the information of the
first h Markov parameters, i.e., G[1:h] = [

G[1] G[2] . . . G[h]
]
.

The above formulation actually requires (1) to be stable. If (1)
is unstable, then a stabilizing controller is needed to generate a
closed-loop stable system such that GPC can be applied next.
In this case, the total control input is given by ut = ◦

ut + uex
t

where
◦
ut is the stabilizing policy input and uex

t is the exogenous
policy given by (3). See [8] for a detailed discussion. Recent
work by Chen et al. [7], have sought to overcome the need
of a stabilizing controller in the online nonstochastic control
approach. However, their research is confined to the full state
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feedback scenario and does not encompass the output feedback
setting that is the focus of the current study.

B. Retrospective Cost Adaptive Control (RCAC)

RCAC is based on the concept of retrospectively optimized
control, where past policy parameters are re-optimized in a
way that the control performance over the previous window
of operation would have been improved if the re-optimized
policy had been used over that window. The intuition here is
that a policy that works well over the last window of operation
should also work reasonably well for the next step if the
disturbance pattern has not changed drastically. A large body
of research results on RCAC have been developed in the past
25 years [16], [17], [18], [19]. Interestingly, the concept of
regret is not involved in the developments of RCAC, although
the original version of RCAC in [16] is also just based on
OGD.

Similar to GPC, RCAC will use some control parame-
terization and then do online optimization over the policy
parameters. For an LTI system (1), RCAC generates control
actions based on the following policy parameterization [18]:

ut =
m∑

i=1

P(i)
t ut−i +

m∑

i=1

S(i)
t yt−i. (5)

where m is the length of the control window. We can
clearly see that the RCAC policy parameterization (5) is quite
different from the GPC parameterization (3). As discussed
in the tutorial paper [18], one can rewrite (5) compactly as
ut = φ(t)Tθt where θt is a vector augmented from all the
policy parameters {P(i)

t , S(i)
t }mi=1 (see Equations (6) and (7)

in [18] for formal definitions of {φt, θt}). Conceptually, φ(t)
holds the past input-output data, and θt is the time-varying
policy parameter. RCAC updates θt via optimizing the so-
called retrospective cost Jt(θ̂) defined as follows:

Jt

(
θ̂
)

:=
t∑

i=t−W

ci

(
ẑi, θ̂

)
+

(
θ̂ − θt

)T
Rθ

(
θ̂ − θt

)
(6)

where ci(ẑi, θ̂ ) := ẑ(i, θ̂ )TRzẑ(i, θ̂ ) + (Gf ui)
TRu(Gf ui) with

{Rz, Ru, Rθ } being user-specified weight matrices and ẑ(i, θ̂ )

being the retrospective performance variable given as

ẑ
(

t, θ̂
)
= yt − Gf (q)

(
ut − ût

)
with ût = φ(t)T θ̂ . (7)

Here we just follow the commonly-used notation in the RCAC
literature, and restate [18, eq. (11)] as (7). We emphasize
that Gf (q) is a dynamical system by itself. We acknowledge
that (7) may mix frequency-domain and time-domain notations
in a non-standard way, but such notations have been widely
adopted in the RCAC literature. In the above formulation,
ût = φ(t)T θ̂ is the retrospectively computed input, and Gf is
the so-called target model which can facilitate the removal of
the exact contribution of ut towards yt and replace it with a
new one in the form of ût. Intuitively, (7) can simulate what
happens if the re-optimized policy had been used over the
simulation window with length ĥ.

Early work in [16] used the OGD method to update the
RCAC policy as θt+1 = θt−αt∇Jt(θt). This version of RCAC
is very similar to GPC, despite the differences in the policy
parameterizations and the time-varying cost functions. Over

the years, two other optimization algorithms have been used
for RCAC. The work in [17] uses the online proximal point
method, while the most recent version of RCAC relies on the
recursive least squares (RLS) update law [18], [19].

The target model is a key component that distinguishes
RCAC from GPC. One can choose various target models to
achieve goals such as disturbance rejection and stabilization.
Via choosing the target model smartly, RCAC is capable of
stabilizing unknown LTI systems in many practical settings
[18], [24], given limited amount of information such as the
relative degree,3 the first non-zero Markov parameter of the
system, and the Non-minimum phase (NMP) zeros in case they
exist (this is not completely model-free, but the information
required is quite minimal as claimed in [18]).

III. MAIN RESULTS AND DISCUSSIONS

In this section, we discuss the algorithmic similarities and
differences between RCAC and GPC, clarify the strengths for
each method, and propose an integration to achieve the best
of both worlds.

A. Algorithmic Similarities and Differences

To make the connections between RCAC and GPC trans-
parent, we will examine the first version of RCAC [16], which
uses OGD for updating control policies. As mentioned in
Section II-B, the OGD-based RCAC update in [16] takes the
form of θt+1 = θt − αt∇Jt(θt), which is similar to the OGD-
based GPC update Mt+1 = �M(Mt − αt∇ft(Mt)). Despite
such similarities, the policy parameterizations θt and Mt are
quite different. Due to the difference in policy parameter-
izations, the cost functions Jt and ft are also convexified
differently. Next, we elaborate on these points.

In [16], the system (1) was transformed into an equivalent
μ−ARMARKOV model, where μ is the number of Markov
parameters used to specify the dynamics. Similar to the GPC
setting where h Markov parameters are used to compute ŷnat

t ,
setting μ = h results in the following target model4:

Gf (q) = H0qn−h + H1qn−h + . . .+ Hh−1

qn + B1qn−1 + . . .+ Bn

where q is the forward-shift operator. The parameters Hi
(Markov parameter) and Bi are determined from the LTI
system using system identification tools [25]. Using the above
Gf , this version of RCAC defines ẑ(t, θ̂ ) as:

ẑ
(

t, θ̂
)
= yt − Bzu

(
Ut −�(t)θ̂

)

where Bzu =
[
H0 . . . Hh−1 B1 . . . Bn

]
. Moreover,

Ut and �(t) hold the history of ut and φ(t), respectively.
Similar to the target model, the policy parameterization of this
version of RCAC uses μc−ARMARKOV architecture. Setting
μc = 0 in [16], the policy parameterization becomes ut =∑m

i=1 αc,iut−i +∑m
i=1 Bc,iyt−i, where αc,i and Bc,i are similar

to P(i)
t and S(i)

t defined in Section II-B (and depends on t).

3Relative degree is the difference between the number of poles and number
of zeros in the system.

4Note that setting μ = h for RCAC does not enforce the simulation window
length of RCAC ĥ to be h. Simulation window length of RCAC ĥ still equals
to one.



1862 IEEE CONTROL SYSTEMS LETTERS, VOL. 8, 2024

Now we can see that the policy parameterization for RCAC is
more general than the policy parameterization for GPC. This
algorithmic difference can be formalized as follows.

Lemma 1: GPC policy parameterization is a special case of
the RCAC policy parameterization.

Proof: The output of (1) can be decomposed as {ynat
t } and

the forced response {yfr
t }. The RCAC policy becomes ut =∑m

i=1 αc,iut−i +∑m
i=1 Bc,iynat

t−i +
∑m

i=1 Bc,iy
fr
t−i, reducing to a

disturbance response policy by setting:

αc,i = −Bc,i

ut−i
yfr

t−i =
−Bc,i

ut−i

h∑

i=1

Ĝ[i]ut−i, i = 1, 2, . . . , m.

This completes the proof.
By choosing more advanced target models, the policy

parameterization of RCAC can become even more general,
allowing the adaptation of the closed-loop poles and making
the stabilization plausible. In contrast, online nonstochastic
control with GPC does not change the closed-loop system
poles during the online optimization process, and hence cannot
stabilize open-loop unstable systems.

The control parameterization for GPC naturally allows for
convex formulations of {ft} [23]. However, even with the more
complicated control parameterizations for RCAC, the resultant
online optimization problem is still convex if we choose ĥ = 1.
Next we explain this point. For the above version of RCAC,
the loss is defined as ct(ẑt, θ̂ ) = 1

2 ẑT(t, θ̂ )ẑ(t, θ̂ ), and the cost
function Jt(θ̂) is given by (6)) using a cost window W. We
can obtain the following result.

Lemma 2: The cost function Jt(θ̂) for RCAC is convex with
respect to θ̂ for ĥ = 1 and non-convex for ĥ > 1.

Proof: Recall from (6), the second term in Jt(θ̂) is a
quadratic function of θ̂ and thus it is convex in θ̂ . Jt(θ̂) will be
a convex function if the ct is convex in θ̂ . In case of RCAC,
ct is a quadratic function of ẑ(i, θ̂ ) and ûi(θ̂). Thus ct will be
convex in θ̂ only if it is linear in θ̂ . Next, we show that this
requirement holds only for ĥ = 1.

Let us first compute ẑ(t, θ̂ ) using ĥ = 1 (re-simulating the
system by removing input applied at iteration t−1 and using a
new input). Without loss of generality, we assume the system
has a relative degree r = 1 and use a Gf = H1

q (the result
holds for any r > 1 and the general target models in [24] as
well). Using (7), ẑ(t, θ̂ ) is given as follows:

ẑ
(

t, θ̂
)
= CAxt−1 + CBwwt−1 + G[1]

m∑

i=1

(
P̂iut−i−1 + Ŝiyt−i−1

)

This shows that ẑ(t, θ̂ ) is linear in the policy parameters P̂ and
Ŝ. Similarly, ût(θ̂) given by (5) is linear in P̂ and Ŝ. Notice
that even though RCAC specializes ct to a quadratic cost, the
linearity of ẑ(t, θ̂ ) in θ̂ allows the use of any cost function ct
which is convex in ẑ(t, θ̂ ) and ût(θ̂). Thus any convex cost
ct(ẑt, ût) will be convex in θ̂ . Extending ẑ(t, θ̂ ) to ĥ = 2 by
substituting ut−i−1 = φ(t − i− 1)θ̂ gives us:

ẑ
(

t, θ̂
)
= CAxt−1 + CBwwt−1 + G[1]

m∑

i=1

Ŝiyt−i−1

+ G[1]
m∑

i,j=1

(
P̂iP̂jut−i−j−1 + P̂iŜjyt−i−j−1

)

Clearly, this shows a nonlinear relation between θ̂ and
ẑ(t, θ̂ ). Thus any cost function Jt(θ̂) convex in ẑt will be non-
convex in the policy parameters θ̂ for any ĥ > 1.

Due to the use of the more general policy parameterizations
in RCAC, we have to choose ĥ = 1 to convexify the
retrospective cost Jt, making it very difficult to connect a regret
bound on Jt to the original loss

∑T
t=1 lt. This is the reason why

the regret arguments for online nonstochastic control cannot be
applied to RCAC. This is even the case when the system state
dimension is 1. In terms of the required modelling information,
both GPC and the above version of RCAC require the same set
of Markov parameters. However, the more recent version of
RCAC has reduced this dependence to only the first non-zero
Markov parameter [18].

B. Clarifications on Strengths of RCAC and GPC

In light of the above discussions, now we clarify the
strengths of RCAC and GPC. The policy parameterization for
GPC allows simple theoretical analysis. However, such policy
parameterization does not change the closed-loop poles, and
hence loses the ability to stabilize an unstable system. In
contrast, the RCAC policy parameterization is more general
and can potentially adapt the closed-loop poles to enable
stabilizing unknown LTI systems. There is a trade-off between
regret guarantees versus stabilizing abilities.

The stabilization property in RCAC comes from the target
model Gf . When applying RCAC to unstable systems, one
can choose Gf := H

qr+np D(q)
where r is the relative degree of

the system, and H is the first non-zero Markov parameter.
Here, D(q) is a polynomial of degree np = m+ n1 specifying
the desired closed loop poles of the system where n1 is the
number of unstable poles of the system. RCAC achieves pole
placement under the assumption of persistent excitation or
alternatively use of a forgetting factor λ ∈ (0, 1]5 with ci(ẑi, θ̂ )

in Jt(θ̂) [19]. RCAC updates Jt(θ̂) in such a way that the
closed-loop poles of the system converges to the poles of D(q),
thereby stabilizing an unstable system. To see this, define
ũt := ut − ût to be the input perturbation then asymptotically
as ẑ(t, θ̂ ) → 0, yt ≈ Gf (q)ũt from (7). Using ut from (5)
with LTI system (1) leads to a closed loop system given by
yt = G̃yũ(q)ũt + G̃yw(q)wt where G̃yũ(q) and G̃yw(q) share
the same set of poles [24]. Thus asymptotically RCAC makes
G̃yũ(q) → Gf (q) and thus achieve system stabilization. GPC
lacks this capability (in addition, so far there does not exist
frequency-domain interpretations for GPC).

RCAC is capable of performing system stabilization, dis-
turbance rejection and reference tracking in many practical
simulations, but it lacks formal guarantees. Even in case
of simple scalar system with full state observation, stability
guarantee is not easily available. In order to highlight this
difficulty, we consider the most basic setting of constant
disturbance rejection: xt+1 = axt + ut +w; stable system with
|a| < 1 and w ∈ R. Jt(θ̂) = ẑ(t, θ̂ )T ẑ(t, θ̂ ) and RCAC policy
ut = Ptut−1+ Stxt−1 is updated by the OGD update rule. The
equilibrium point for this system is given by (x∗, u∗, P∗, S∗) =
(0,−w, 1,R). It is easy to verify that S∗ is dependent on

5Here, we assume λ = 1 for simplicity.
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Fig. 1. Cost comparison of RCAC and GPC algorithms for LTI systems
under time varying disturbance sequences. In (a) we show a magnified
view for RCAC.

the initial condition of the system and it will be different
for each trial of this system, thus highlighting the difficulty
of establishing even local stability guarantees for RCAC.
In contrast, GPC enjoys strong regret guarantees as shown
in [23], i.e., GPC can achieve the sublinear regret bound
O(
√

T) under the assumption that ρ(A) < 1. In order to bridge
the strengths of both approaches, we propose an integration in
the next subsection.

C. Integration of GPC and RCAC

Based on the underlying similarities between RCAC and
GPC, it seems natural to consider integration. Let us first
consider two LTI systems as examples to further motivate the
need to integrate the two algorithms. In both examples, we
used the control window m = n, simulation window h = 6, and
cost window W = 1 with a quadratic loss function. Consider
the following system:

xt+1 =
⎡

⎣
2.85 − 2.41 0.85

1 0 0
0 1 0

⎤

⎦xt +
⎡

⎣
1
0
0

⎤

⎦(ut + wt)

yt =
[−1 1.4 − 0.85

]
xt (8)

This system has an unstable pole at z = 1.75 and it is subject
to the disturbance sequence given by wt ∼ N (0, 0.1) for t ∈
[0, 100], wt = 0.5(cos 0.25t + sin(0.5t)) for t ∈ (100, 200],
and wt = 0.1 cos 2t + sin(0.2t)+ w0 for t ∈ (200, 700] where
w0 ∼ N (0, 0.1). Fig. 1(a) performs the cost comparison for
RCAC and GPC algorithms on log scale. Clearly, RCAC can
simultaneously stabilize a system while rejecting disturbance
unlike GPC which is unable to handle such a system. Consider
another example given by:

xt+1 =
[

0.94 − 0.44
1.00 0

]
xt +

[
1
0

]
ut +

[
0
1

]
wt

yt =
[
1 − 0.8

]
xt (9)

We consider a mixed disturbance given by wt = cos 2t + w0
for t ∈ [0, 100], wt = sin 0.2t + w0 for t ∈ (100, 200] and
wt = cos 2t + sin(0.2t) + w0 for t ∈ (200, 700], where w0 ∼

N (0, 0.5) is used for this system. As shown in Fig. 1(b),
GPC achieves a lower cost than RCAC, which reflects its
strength in rejecting adversarial disturbances while minimizing
the tracking cost for stable systems.

The two examples discussed above motivate the need of
a new control policy that can harness the best attributes of

Algorithm 1 RCAC-GPC Algorithm
1: Input: Times steps: t1, N, T , (αt)t≥1, h, m, W, Gf , θ0 = 0,

M0 = 0, excitation signals: (ηi, νi)
N
i=1

/* System stabilization by RCAC */
2: for t = 1, . . . , t1 do
3: Simulate RCAC policy in (5) and update θt using RLS

/* Data Collection for System ID */
4: for t = t1 + 1, . . . , t1 + N do
5: Simulate RCAC policy in (5) for a fixed θt1 with

additional input-output excitation signals (ηt, νt)

/* System Identification */
6: Ĝ[1:h] ← Closed loop system ID with {(ui, yi)}t1+N

i=t1
and

(ηi, νi)
N
i=1 using least square estimation in [26].

/* Online optimal control using RCAC-GPC */
7: for t = t1 + N + 1, . . . , T do
8: Compute RCAC policy

◦
ut using (5) with fixed θt1

9: Compute GPC policy ūt using (3)
10: Simulate ut = ◦

ut + ūt and observe loss lt(yt, ut)

11: Update cost ft(Mt) in (4)
12: Update Mt using OGD for ft(Mt)

the two algorithms. A natural idea is to synthesize a control
policy that uses GPC for disturbance rejection while using
RCAC for system stabilization. Specifically, we propose to use
a fixed RCAC parameterization as a stabilizing policy while
actively using the OGD in the GPC framework to adapt to
unknown and changing disturbance signals. This way, the two
algorithms not only are seemingly integrated to synthesize
a new control policy, but also aid in estimating the Markov
parameters required in the GPC algorithm. This proposed
framework is summarized in Algorithm 1.

Algorithm 1 follows three main steps. In the first step, it
simulates the system for t1 iterations with RCAC to stabilize
the system and simultaneously update policy parameters. In the
second step, a fixed RCAC policy parameterization from Step
1 is used to identify Markov parameters which are needed for
the next GPC step. In line 6, Ĝ[1:h] := [

Ĝ[1] Ĝ[2] . . . Ĝ[h]
]

are
estimated for the implementation of GPC and RCAC, where
Ĝ[i] is an estimate of G[i]. In the last step, it uses a fixed
RCAC policy to maintain system’s stability while using GPC
to mitigate unknown and changing disturbance signals.

Here, it is important to note that estimating Markov param-
eters is particularly a challenging task if the underlying
system is unstable. In case of stable as well as unstable
systems, RCAC can be seemingly deployed for the Markov
parameter estimation process. Once RCAC successfully sta-
bilizes a system, one can use the framework proposed
by [26] to estimate the required Markov parameters of the
system.

Now, let us revisit the two examples considered above
and use the proposed policy in Algorithm 1 under identi-
cal settings. Fig. 2 (a) shows the location of closed-loop
poles for the system in (8) after 100 iterations of RCAC
in comparison to the desired poles supplied by the target
model Gf . Fig. 2 (b) shows the cost comparison the three
algorithms under identical settings. Clearly, the two algorithms
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Fig. 2. Performance of the RCAC-GPC integrated policy.

Fig. 3. Cost comparison for two different control problems.

complement each another as the resulting closed loop exhibits
superior performance.

IV. EMPIRICAL COMPARISONS

The efficacy of the proposed algorithm is demonstrated by
empirical comparison to H2 and H∞ controllers in addition to
the RCAC and GPC controllers. We consider an example of a
Boeing 747 at an altitude of 40000ft with the speed of 774ft/s
subject to nonstochastic disturbance wt, a setting similar to the
one in [27]. Conventionally, H2 and H∞ control paradigms
are used to address such systems. Therefore, we provide a
comparison to H2 and H∞ controllers in addition to RCAC
and GPC control policies in Fig. 3 (a). The unified algorithm
uses RCAC for the first 200 iterations followed by a fixed
RCAC controller with the GPC for disturbance rejection.

We consider another interesting case where an LTI system
with a NMP zero is subject to a nonstochastic disturbance
signal. The significance of this system stems from the fact that
RCAC requires a priori knowledge of the NMP zero where as
GPC doesn’t need such information.

xt+1 =
⎡

⎣
0.7 − 0.72 0.25
1 0 0
0 1 0

⎤

⎦xt +
⎡

⎣
1
0
0

⎤

⎦(ut + wt)

yt =
[
0 1 − 9.75

]
xt (10)

This system has a relative degree r = 2. The target model
used in this case was Gf (q) = −(q−9)

q2 , an estimated of the
NMP zero is used. As shown in Fig. 3 (b) the integrated
RCAC-GPC policy outperform the other four control policies.
Empirical studies has shown that often times explicit reliance
of RCAC on the information of NMP zeros puts it at a
disadvantage in comparison to GPC and GPC outperform
RCAC in such cases. On the other hand, RCAC-GPC policy in
such cases leads to superior performance in comparison to the

individual policies. These results therefore, demonstrate the
effectiveness of the integrated RCAC-GPC policy in system
stabilization and disturbance rejection.

REFERENCES

[1] N. Cesa-Bianchi and G. Lugosi, Prediction, Learning, and Games.
Cambridge, U.K.: Cambridge Univ. Press, 2006.

[2] S. Shalev-Shwartz, “Online learning and online convex optimization,”
Found. Trends Mach. Learn., vol. 4, no. 2, pp. 107–194, 2011.

[3] E. Hazan, “Introduction to online convex optimization,” Found. Trends R©
Optim., vol. 2, nos. 3–4, pp. 157–325, 2016.

[4] N. Agarwal, B. Bullins, E. Hazan, S. Kakade, and K. Singh, “Online
control with adversarial disturbances,” in Proc. Int. Conf. Mach. Learn.,
2019, pp. 111–119.

[5] D. Foster and M. Simchowitz, “Logarithmic regret for adversarial online
control,” in Proc. Int. Conf. Mach. Learn., 2020, pp. 3211–3221.

[6] E. Hazan, S. Kakade, and K. Singh, “The nonstochastic control
problem,” in Proc. 31st Int. Conf. Algorithmic Learn. Theory, 2020,
pp. 408–421.

[7] X. Chen and E. Hazan, “Black-box control for linear dynamical
systems,” in Proc. Conf. Learn. Theory, 2021, pp. 1114–1143.

[8] M. Simchowitz, K. Singh, and E. Hazan, “Improper learning for non-
stochastic control,” in Proc. Conf. Learn. Theory, 2020, pp. 3320–3436.

[9] M. Simchowitz, “Making non-stochastic control (almost) as easy as
stochastic,” 2020, arXiv:2006.05910.

[10] P. Gradu, E. Hazan, and E. Minasyan, “Adaptive regret for control of
time-varying dynamics,” 2020, arXiv:2007.04393.

[11] E. Minasyan, P. Gradu, M. Simchowitz, and E. Hazan, “Online control of
unknown time-varying dynamical systems,” in Proc. 35th Conf. Neural
Inf. Process. Syst., 2021, pp. 1–12.

[12] B. Anderson and J. Moore, Optimal Control: Linear Quadratic Methods.
Upper Saddle River, NJ, USA: Prentice-Hall, 1989.

[13] A. Bryson and Y. Ho, Applied Optimal Control: Optimization,
Estimation and Control. Boca Raton, FL, USA: CRC Press, 1975.

[14] J. Doyle, K. Glover, P. Khargonekar, and B. Francis, “State-space
solutions to standard H2 and H∞ control problems,” IEEE Trans.
Autom. Control, vol. 34, no. 8, pp. 831–847, Sep. 1989.

[15] G. Dullerud and F. Paganini, A Course in Robust Control Theory: A
Convex Approach. New York, NY, USA: Springer, 2000.

[16] R. Venugopal and D. S. Bernstein, “Adaptive disturbance rejection using
ARMARKOV/Toeplitz models,” IEEE Trans. Control Syst. Technol.,
vol. 8, no. 2, pp. 257–269, Mar. 2000.

[17] M. A. Santillo and D. S. Bernstein, “Adaptive control based on
retrospective cost optimization,” J. Guid., control, Dyn., vol. 33, no. 2,
pp. 289–304, 2010.

[18] Y. Rahman, A. Xie, J. B. Hoagg, and D. S. Bernstein, “A tutorial and
overview of retrospective cost adaptive control,” in Proc. Am. Control
Conf. (ACC), 2016, pp. 3386–3409.

[19] Y. Rahman, A. Xie, and D. S. Bernstein, “Retrospective cost adaptive
control: Pole placement, frequency response, and connections with LQG
control,” IEEE Control Syst. Mag., vol. 37, no. 5, pp. 28–69, Oct. 2017.

[20] S. Lale, K. Azizzadenesheli, B. Hassibi, and A. Anandkumar,
“Reinforcement learning with fast stabilization in linear dynamical
systems,” in Proc. Int. Conf. Artif. Intell. Statist., 2022, pp. 5354–5390.

[21] A. Mete, R. Singh, and P. R. Kumar, “Augmented RBMLE-UCB
approach for adaptive control of linear quadratic systems,” in Proc. 36th
Conf. Neural Inf. Process. Syst., 2023, pp. 1–13.

[22] X. Zeng, Z. Liu, Z. Du, N. Ozay, and M. Sznaier, “On the hardness of
learning to Stabilize linear systems,” in Proc. 62nd IEEE Conf. Decis.
Control (CDC), 2023, pp. 6622–6628.

[23] E. Hazan and K. Singh, “Introduction to online nonstochastic control,”
2022, arXiv:2211.09619.

[24] A. Xie, “Retrospective cost adaptive control for feedback and feed-
forward noise control,” Ph.D. dissertation, Aerosp. Eng. Dept., Univ.
Michigan, Ann Arbor, MI, USA, 2017.

[25] J. C. Akers and D. S. Bernstein, “ARMARKOV least-squares iden-
tification,” in Proc. Am. Control Conf. (Cat. No. 97CH36041), 1997,
pp. 186–190.

[26] M. Phan, J.-N. Juang, L. G. Horta, and R. W. Longman, “System iden-
tification from closed-loop data with known output feedback dynamics,”
J. Guid., Control, Dyn., vol. 17, no. 4, pp. 661–669, 1994.

[27] O. Sabag, G. Goel, S. Lale, and B. Hassibi, “Regret-optimal controller
for the full-information problem,” in Proc. Am. Control Conf. (ACC),
2021, pp. 4777–4782.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Helvetica-Condensed-Bold
    /Helvetica-LightOblique
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-Italic
    /HelveticaNeueLightcon-LightCond
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-Roman
    /HelveticaNeue-ThinCond
    /Helvetica-Oblique
    /HelvetisADF-Bold
    /HelvetisADF-BoldItalic
    /HelvetisADFCd-Bold
    /HelvetisADFCd-BoldItalic
    /HelvetisADFCd-Italic
    /HelvetisADFCd-Regular
    /HelvetisADFEx-Bold
    /HelvetisADFEx-BoldItalic
    /HelvetisADFEx-Italic
    /HelvetisADFEx-Regular
    /HelvetisADF-Italic
    /HelvetisADF-Regular
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


